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The future of conspiracy theory scholarship
Inga Trauthig *, Zelly Martin *, Alice Marwick , and Samuel Woolley

ABSTRACT
The rapid proliferation of conspiracy theories has become a global concern, fueled by digital 
platforms and emerging technologies like generative artificial intelligence. These theories often 
attribute societal and environmental phenomena to secret, malevolent groups, offering simplistic 
explanations for complex crises like climate change, global pandemics, or political instability. Their 
spread is amplified by influential figures, social media affordances, and state propaganda, leading 
to harmful consequences: they endanger lives, target marginalized communities, and erode trust 
in institutions. This special issue, The Future of Conspiracy Theory Scholarship, explores the socio
technical dynamics behind conspiracy theory production and dissemination across diverse global 
contexts. By examining motivations, transnational trends, and the role of technology, the con
tributors reveal how conspiracy theories exploit systemic mistrust while reinforcing polarization 
and oppression. Moving beyond Western-centric frameworks, this issue emphasizes the need for 
interdisciplinary, localized approaches to address the societal harms of conspiracy theories and 
develop pathways toward mitigating their impact. We build upon current understandings and 
conceptualizations of conspiracy theories to argue that while conspiracy theories may indeed 
further systemic oppression of marginalized communities, the act of conspiracy theorizing may also 
offer community and power to people who feel – or are – marginalized in society, particularly in the 
digital realm.
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Introduction

Today it seems that every major event is followed 
by a swirl – and sometimes a storm – of conspiracy 
theories. Rumors start in niche corners of the inter
net: in Telegram private chats, closed Facebook 
groups, and anonymous message boards. They 
then develop and proliferate widely, even becom
ing trending topics that dominate social platforms 
and news headlines (Birchall, 2021; Hoseini et al.,  
2023; Peeters & Willaert, 2022; Zeeuw et al., 2020). 
The floods in North Carolina following Hurricane 
Helene in September 2024, the wildfires in Los 
Angeles in January 2025, and the inordinately 
heavy rains in the United Arab Emirates and 
Oman in April 2024 were terrible environmental 
disasters. All were accompanied by a deluge of 
conspiracy theories.

Conspiracy theories are false claims that a group 
of powerful actors is secretly responsible for some 
social phenomena (Douglas et al., 2019; Keeley,  
1999; Stockemer & Bordeleau, 2024). This is con
trasted with conspiracies, in which a group of 
powerful actors is actually responsible for some 

social phenomena (Douglas et al., 2019; Keeley,  
1999; Pigden, 1995). Across the world, believing 
in conspiracy theories is not isolated to any one 
political ideology, nor does it occur only amongst 
the fringes of society (Bergmann, 2018; Blanuša,  
2024; Oliver & Wood, 2014). Researchers have 
demonstrated that the boundaries between left- 
and right-leaning conspiracy theories are blurry, 
for instance in conspiracy topics like anti- 
vaccination and spirituality (Chia et al., 2021; 
Griera et al., 2022).

The people who start conspiracy theories may be 
obscure, but their messages are often picked up and 
spread further by individual or group actors with 
much greater reach (Birchall et al., 2024). In the 
United States, radical political actors like Alex 
Jones claimed that the Los Angeles fires were 
“part of a larger globalist plot to wage economic 
warfare and deindustrialize the United States 
before triggering total collapse” (O’Sullivan,  
2025). Elon Musk, the world’s wealthiest person 
and owner of the social media platform X, 
responded with a single word: “True,” before later 
deleting his post (Griffing, 2025; O’Sullivan, 2025). 
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Conspiracy theories are also created by state actors 
to consolidate power. For instance, Tunisian 
President Kais Saied spread conspiracy theories 
about the Tunisian judiciary to cultivate power 
for himself and silence his political opponents 
(Kahlaoui, 2024). In each of these cases, social 
media platforms afforded wide reach for conspi
racy theory messaging. In the digital age, we 
urgently need to better understand how conspiracy 
theories spread, who spreads them, the topics asso
ciated with them, and the role technology and peo
ple play in facilitating them.

This urgency underpins this special issue, “The 
Future of Conspiracy Theory Scholarship,” edited by 
Zelly C. Martin, Inga K. Trauthig, Alice 
E. Marwick, and Samuel C. Woolley. While there 
is a breadth of research on conspiracy theories, 
particularly within the disciplines of cultural stu
dies, philosophy, political science, and sociology 
(Butter & Knight, 2020), we argue that conspiracy 
theory scholarship demands connection across dif
ferent epistemological bubbles of researchers and, 
indeed, across different polities, socio-cultural 
understandings, and geographies.

Technology’s role in spreading conspiracy theories

Conspiracy theories existed across populations 
long before the internet, but the advent of social 
media platforms has increased their reach. The 
“persistence” of user-generated content, as well as 
its “replicability,” “scalability,” and “searchability,” 
allow conspiracy theory content to both “stick 
around” online and spread further than in the pre- 
internet era (Boyd, 2011, p. 46). Algorithmic cura
tion that prioritizes the most sensational content to 
foster engagement intensifies this problem (Hao,  
2021; Kuncoro et al., 2024). Platform-facilitated 
globalization allows localized conspiracy theories, 
like that of QAnon in the U.S., to spread across the 
world, as in Australia (Jones, 2023), Brazil (Silva,  
2024), and Europe (Hoseini et al., 2023).

Digital media further play a role in the prolifera
tion of conspiracy theories in that search results 
related to conspiracy theories are less likely to 
debunk conspiracy theory content in countries 
with low levels of press freedom and weaker 
democracies (von Nordheim et al., 2024). 
Crucially, scholars have found that conspiracy 

belief is higher in countries outside of the West 
where democracies are weaker, like Nigeria, South 
Africa, and Turkey (Cordonier et al., 2021). The 
mainstreaming of conspiracy theories through 
digital media is thus anything but an exclusively 
Western phenomenon.

Emerging technologies accelerate concerns 
related to the spread of conspiracy theories, 
rumors, and even coordinated attempts to influ
ence others. Generative artificial intelligence 
(GenAI) allows for rapid-fire generation of text, 
images, and videos, requiring little to no money 
or technical know-how (Brewster, 2024). The 
potentials of this technology for conspiracy theory 
producers are manifold, and have indeed already 
come to fruition, as in deepfakes purporting to 
show election fraud in Slovakia (Devine et al.,  
2024), a bogus surrender by Ukrainian President 
Zelensky (Conger, 2022), and AI-generated junk 
news stories targeting English-speakers with anti- 
U.S. sentiment and pro-Chinese ideals (Satariano 
& Mozur, 2023).

Even more concerning than these relatively easy- 
to-detect computational propaganda campaigns is 
the extent to which the proliferation of AI- 
generated content will lead to increased distrust 
in the news, as corporations and lone wolf actors 
create shoddy AI content that masquerades as jour
nalism and fact (Dupré, 2024). We are beginning to 
experience, as the writer Cory Doctorow (2024) 
puts it, the “enshittification” of online content 
and products, such as Google preceding legitimate 
search results with often-inaccurate GenAI 
summaries and advertisements. Ultimately, AI- 
generated content will exacerbate our crisis of 
institutional trust, in which the integrity of all 
content will be called into question. As U.S. 
Republican National Committee Member Amy 
Kremer implied about a GenAI image she shared 
on X, the truth value of content may become less 
important than whether it resonates with people’s 
underlying beliefs. Kremer said, “I don’t know 
where this photo came from and honestly, it 
doesn’t matter. . . . I’m leaving it because it is 
emblematic of the trauma and pain people are 
living through right now” (Helm, 2024).

The platformization of conspiracy theories is of 
particular concern for this special issue. Meaning, 
these articles engage with the ways in which 
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platforms and digital technologies facilitate, 
amplify, and spread conspiracy theories. This spe
cial issue thus advances research on conspiracy 
theories, as well as scholarship in the field of infor
mation technology and politics (ITP). Past research 
has provided meaningful insights into individual 
tendencies and belief in conspiracy theories 
(Douglas et al., 2019; Harambam, 2020; Pilch 
et al., 2023), but the field of ITP can provide 
a deeper understanding of how internet technolo
gies fortify beliefs in and contribute to the spread of 
conspiracy theories. ITP research like in this special 
issue highlights that conspiracy theories have 
sociotechnical and political dimensions, and are 
fundamentally related to political power. With 
this the special issue contributes to existing 
scholarship in ITP, which has examined the 
role of social media in sociopolitical phenom
ena, such as the rise in populism (He et al.,  
2025), the spread of misinformation 
(Herasimenka et al., 2023), and people’s doubts 
about election integrity (Ahmed et al., 2024).

The articles in this special issue deepen under
standings of each of these issues – and others – 
by examining their connection with conspiracy 
theories. Articles in this special issue examine 
a diversity of political issues and digital technol
ogies in a variety of country contexts. Yet across 
all articles, a key finding emerges: just as the 
ubiquity of social media and digital technologies 
democratized the ability to create propaganda 
(Woolley, 2023), digital media have allowed 
nearly anyone to create, spread, and amplify con
spiracy theories – from state actors to 
individuals.

Through a diversity of both platform and 
country case studies, this special issue thus 
advances scholarship on conspiracy theories, as 
well as the ITP field writ large. Rather than seek
ing to mitigate conspiracy theories from 
a Western, universal, or top-down standpoint, 
this special issue puts forth that differing modes 
of knowledge production from various disciplines 
and methodologies provide the best path forward 
toward effective policy recommendations. In this 
special issue, academics from a variety of disci
plines uncover conspiracy theory production and 
spread throughout Africa, Asia, Australia, 
Europe, and North America.

Conspiracy theories’ sociopolitical consequences

Conspiratorial claims are harmful in three pri
mary ways. First, conspiracy theories can literally 
threaten life. In the wake of recent 
U.S. environmental disasters, people spread the 
baseless claim that Federal Emergency 
Management Agency (FEMA) employees would 
take possession of people’s property if they evac
uated, so people should stay home – in dangerous 
conditions – to protect their property (Jingnan,  
2024). People also threatened violence against 
FEMA employees following such loaded rumors. 
Second, conspiracy theories regularly target 
already marginalized communities, like immi
grants and people of color, senselessly blaming 
them for unrelated societal or environmental ills 
(Hagen & Joffe-Block, 2025; Institute for Strategic 
Dialogue, 2025). In such circumstances, these 
improbable assertions can further marginalize, 
dehumanize, and threaten minority communities. 
Third, conspiracy theories increase an already 
worsening distrust of institutional authorities, 
like governments, aid workers, and journalists 
(Kim & Cao, 2016; Sutton & Douglas, 2020; van 
Prooijen et al., 2022), even as they respond to 
existing social distrust (Birchall et al., 2024).

Policymakers are aware of these challenges yet 
struggle to address them. In the United Kingdom, 
online conspiracy theories were central to Axel 
Rudakubana’s descent into violence, culminating 
in his stabbing of three young girls in July 2024. 
In the aftermath of this tragic event, Prime 
Minister Keir Starmer stated that “terrorism has 
changed” from lethal, systematic organizations to 
“acts of extreme violence by young men in their 
bedrooms” accessing material online (BBC, 2025). 
Online conspiracy theories also catalyzed the racist 
riots across the country that followed the stabbing 
(Spring, 2024). A prominent British conspiracy 
theorist called for mass deportations on YouTube, 
based on false claims that the perpetrator came to 
the U.K. crossing the British Channel via small 
boats (Quinn, 2024). Speculations on smaller 
anti-immigration channels on Telegram quickly 
moved to reach broader audiences on X, where 
millions of users were presented with false, hate
ful claims that mobilized them into real-world 
violence (Spring, 2024).
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In the U.S., conspiracy theories are increasingly 
present in mainstream American political dis
course. During the COVID-19 pandemic, numer
ous elected officials and news organizations spread 
spurious claims about masking and vaccines. 
Others regularly assert that clandestine political 
forces conspired to “steal” the 2020 election from 
President Trump.

Yet the proliferation of right-wing populist con
spiracy theories is indeed a global phenomenon, as 
evidenced by scholarship examining these conspi
racy theories in Africa (Cordonier et al., 2021; von 
Nordheim et al., 2024), South America (de Sá 
Guimarães et al., 2023), and various European 
countries (Malešević et al., 2024). Globally, the 
socio-political implications of conspiracy theories 
can be immediate, such as sparking political vio
lence (Amarasingam et al., 2022), but they can also 
be more prolonged, such as worsening societal 
tensions, polarization, and the degradation of 
democratic institutions (Sutton & Douglas, 2020).

To advance new epistemologies and imaginaries 
in the study of conspiracy theories, this special 
issue consists of eleven articles examining conspi
racy theories in a variety of country contexts from 
varying social science paradigms. Our hope is that 
the articles in this special issue will deepen existing 
understandings and help to develop counterpro
grams against negative aspects of conspiracy the
ory – those often antithetical to human rights and 
democracy.

Yet even as conspiracy theories may have disas
trous effects, people at times become conspiracy 
theory adherents or producers for benevolent rea
sons. As such, the authors in this special issue 
illuminate both the harms of conspiracy theories, 
as well as how the practice of producing and enga
ging with conspiracy theories, or what we term 
“conspiracy theorizing,” can generate community 
for those seeking to challenge power. Given this 
special issue’s particular emphasis on platformiza
tion of conspiracy theories, authors then provide 
new insights into the role of social media in con
spiracy theorizing. Finally, authors provide paths 
forward in both studying and mitigating conspiracy 
theories.

This special issue thus answers calls to expand 
understandings of conspiracy theories beyond 
Western epistemology (Mahl et al., 2022) to 

contribute to a fuller conceptualization of “conspi
racy-believing” (Parmigiani, 2021). Informed by 
extant scholarship on conspiracy theories and the 
papers in this special issue, we thus build upon 
current understandings and conceptualizations of 
conspiracy theories to argue that conspiracy theo
rizing can simultaneously be harmful and genera
tive. While conspiracy theories may indeed further 
systemic oppression of marginalized communities, 
the act of conspiracy theorizing–that is, producing 
and engaging with conspiracy theories – may also 
offer community and power to people who feel – or 
are – marginalized in society, particularly in the 
digital realm.

Conspiracy theorizing harms: state propaganda

Scholars in our special issue examined conspiracy 
theories and their adherents from different norma
tive perspectives, yet it is critical to note that 
authoritarian governments utilize conspiracy the
ories as propaganda to accumulate power over 
their citizens. There are indeed democratic dangers 
that stem from conspiracy theories. Bashirov, 
Akbarzadeh, Mamouri, and Yilmaz provide further 
insight into the weaponization of conspiracy the
ories by state propagandists. In their examination 
of Egyptian propaganda on Facebook and 
YouTube, they found that historical narratives 
about U.S. intervention in Egyptian politics and 
Egyptian allyship with Russia are now mobilized 
by conspiracy theory producers. Conspiracy theory 
content about a secret plot by the U.S. to destabilize 
the Egyptian economy worked to frame Egyptian 
President Abdel Fattah al-Sisi’s regime as “legiti
mate and patriotic” while “discredit[ing]. . .[the] 
opposition as traitors, criminals, or foreign agents.”

Similarly, Zituo Wang, Zhu, Zuo, Jiang, Lei, and 
Zhuoyu Wang uncover that out-group national 
identity strategies are more effective in fostering 
engagement with conspiracy theory content than 
in-group national identity strategies on Douyin 
(TikTok’s Chinese counterpart). When content 
producers emphasized “dissatisfaction or hostility 
toward entities outside of China” as opposed to 
“favoritism or support of China,” the videos 
received more engagement in the form of likes, 
comments, and shares. Blaming the U.S. for the 
COVID-19 pandemic appears more galvanizing to 
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users than relying upon support for Chinese 
national identity, in line with the strategy deployed 
by Chinese state media (Wang et al., 2024). Given 
that Douyin allows for “the dissemination of ideol
ogies sanctioned by the Chinese government,” this 
research provides critical insight into the ways in 
which state propagandists might mobilize particu
lar social media platforms in service of manipulat
ing their publics.

Conspiracy theorizing as community-building

Although conspiracy theory belief has been 
widely studied (de Wildt & Aupers, 2024; 
Harambam, 2020; van Prooijen, 2020; van 
Prooijen & van Vugt, 2018; Vogler et al., 2024), 
comparatively little is known about why people 
become conspiracy theory producers. Indeed, 
“conspiracy-believing” can at times be 
a response to feeling displaced in the public 
sphere, and perhaps even an attempt to reconfi
gure a sense of community and recognition 
(Parmigiani, 2021).

Through interviews and ethnographic fieldwork, 
Grusauskaite provides insight into the understu
died community of those who not only believe 
conspiracy theories but actively produce them 
through “a form of conspiracy micro-celebrity.” 
In examining the communities of conspiracy the
ory producers on YouTube, Grusauskaite finds that 
media, including radio, television, and the internet, 
motivate people to seek further information about 
conspiracy theories. Micro-celebrities who use “a 
self-presentation technique in which people view 
themselves as a public persona to be consumed by 
others” (Marwick, 2015, p. 333), were integral to 
this engagement, informed by their “pre-existing 
worldviews.” Yet, it was finding a community of 
other conspiracy theorists, including conspiracy 
micro-celebrities, that encouraged people to move 
from consumers to producers of conspiracy theory 
content. Social media then afforded the opportu
nity for these nascent producers to brand them
selves such that they could cultivate their own 
audiences. Their newfound identity of “believer 
and truth-seeker” strengthened their ties with 
their followers and their mentors, allowing them 
to craft an “authentic self” to further their micro- 
celebrity status.

Hannah provides a conceptualization of the pro
cess of becoming a conspiracy-theory believer – 
“pill epistemology.” He argues that what was once 
“an aberration from a healthy functioning democ
racy” has, in the digital era, proliferated such that 
“paranoia, delusion, and extremism are simply 
social media phenomena” and have become “an 
essential feature of political discourse online.” He 
outlines four stages of the transition to full conspi
racy-theory believing: “awakening,” “becoming,” 
“behaving,” and finally “communicating,” in 
which a conspiracy theorist finds their community 
of fellow believers and engages with them. This 
phase – communicating with one’s conspiracy 
community – is central to becoming a conspiracy 
theory producer oneself.

Conspiracy theorizing as challenging power

The desire to believe in conspiracy theories may 
stem naturally from systemic oppression given that 
they “resonate when groups are suffering from loss, 
weakness, or disunity” (Uscinski & Parent, 2014, 
p. 132). People from all identity groups believe and 
produce conspiracy theories (Bost, 2018), even as 
the stereotype of “the conspiracy theorist” is 
a “white, working-class, middle-aged man” 
(Drochon, 2018, p. 344). Indeed, for marginalized 
groups, conspiracy theories may be a natural reac
tion to the invalidation of their embodied experi
ences (Bogart et al., 2021; Dozono, 2021; Ngai,  
2001). Conspiracy theories might also be rooted 
in socio-political factors including the existence of 
actual conspiracies and the production of conspi
racy theories by the state and the media (Gray,  
2010Nattrass, 2012; Reid, 2023).

This special issue aims to push the boundaries of 
conspiracy theory studies to deepen understanding 
of how conspiracy theories can offer a feeling of 
empowerment to their adherents (Halafoff et al.,  
2022; Mahl et al., 2022; Marwick et al., 2022), even 
as they may result in harms. Andrejevic, O’Neill, 
and Mahoney’s article engages with this difficult 
tension in the analysis of Australian scam ads, 
which offer “access to the secret of instant wealth 
in the form of a fictional cryptocurrency trading 
platform that generates money automatically 
through algorithmic arbitrage.” In this case, what 
masquerades as “commercial populism” – and thus 
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a form of power for the economically disadvan
taged – indeed works to uphold the extant neolib
eral order by dampening collective political action 
in favor of individual success through “magical 
thinking,” all supported by “online, profit-driven 
platforms.”

Heřmanová provides further insight into how 
conspiracy theorizing can feel like challenging 
power in her ethnography of Czech and Slovak- 
speaking women on Telegram. Heřmanová found 
that these women see themselves as part of an 
“imagined community” grounded in “Slavic sister
hood.” The idea of pan-Slavism, or “a political 
ideology that supposes cultural, linguistic and in 
some cases genetic similarity between Slavic 
nations and calls for solidarity and political unity 
of Slavs” was mobilized in Soviet Union propa
ganda and has reemerged following the Russian 
invasion of Ukraine. Yet these women understand 
pan-Slavic sisterhood as a feminist reaction to neo
liberalism and the “enemy” of “Western capital
ism,” not unlike the tradwife community in the 
U.S (Mattheis, 2018). Heřmanová’s research illu
minates the ways in which conspiracy theory 
believing and producing occurs in reaction to “a 
shared sentiment of lack of safety, lack of voice in 
the mainstream society and expression of need for 
political organization,” while at the same time 
working in service of state (in this case, Russian) 
propaganda.

The role of social media in conspiracy theorizing

A key element of current scholarship on conspira
cies is the extent to which social media facilitates 
their spread (Enders et al., 2021; Theocharis et al.,  
2021) and/or allows conspiratorial knowledge- 
production to thrive (Marwick & Partin, 2022). 
The production, belief in, and spread of conspiracy 
theories are sociotechnical phenomena, in that they 
are galvanized by both extant political tensions and 
information technologies. Critically, both political 
power and technological power play a role in the 
proliferation of conspiracy theories, as they spread 
through the technical power of various media 
affordances, appealing to audiences by claiming to 
reveal a secret power behind a nefarious plot. In 
our special issue, the article by Pippert, Furl, and 
Marwick, as well as that of Koo and Chen, delve 

deeper into the phenomenon of online conspiracy 
theory production and spread to understand what 
in particular fosters greater engagement with con
spiracy theory content.

Pippert and coauthors’ research into conspiracy 
theory producers on TikTok lends support to the 
importance of community in galvanizing potential 
conspiracy theory adherents online. Through qua
litative content analysis, the authors find that while 
conspiracy theory producers frame themselves as 
alternately “true believers,” “entertainers,” and 
“skeptical scholars,” they build connection through 
commonality with their followers who largely 
respond with a “yes, and” rather than a “no, but” 
in what they call “generous epistemology.” This 
allows conspiracy theories to proliferate as creators 
and commenters alike rarely shut down conspira
torial claims, instead encouraging viewers to do 
their own research, share their own experiences, 
and amplify conspiratorial ideas.

Koo and Chen found that amongst American 
proponents of the Stop the Steal conspiracy the
ory – that the 2020 election was stolen from Donald 
Trump – on Parler, in-group and out-group cues 
were used to foster engagement. Interestingly, this 
strategy was effective only in combination with 
moral appeals, either to the moral virtue of 
Trump and his supporters or the moral vice of 
Black Lives Matter and their supporters. Content 
producers used a combination of political (group 
cues) and technical (hashtags) strategies to foster 
greater engagement with their content.

Paths forward in conspiracy theory research and 
mitigation

In the current globalized digital world, conspiracy 
theories spread transnationally through digital 
technologies, such that political developments in 
one country inform the conspiracy theories in 
another. For the study of conspiracy theories glob
ally, a Western point of view can lead to securitiza
tion, meaning that the “issue is dramatized and 
presented as an issue of supreme priority; thus by 
labelling it as security an agent claims a need for 
and a right to treat it by extraordinary means” 
(Buzan et al., 1998, p. 26). Treating conspiracy 
theory producers in this way may unwittingly 
further conspiracy theory production, given that 

6 I. TRAUTHIG ET AL.



securitization furthers an establishment epistemol
ogy (Nyman, 2012), which conspiracy theory pro
ducers and adherents disavow (Marwick & Partin,  
2022). Further, relying exclusively upon Western 
perspectives in the study of conspiracy theories can 
hinder uncovering local knowledge and idiosyncra
sies in conspiracy theory production, spread, and 
reception.

Given these challenges in understanding conspi
racy theories, Hu proposes that researchers take 
a holistic approach to studying conspiracy theories 
by combining network methods with cultural stu
dies’ examinations of power, to gain a deeper 
understanding of both the political power and 
technological spread of conspiracy theories.

Prior research demonstrates that where press 
freedom is lower, conspiracy theories proliferate 
more widely (Cordonier et al., 2021; von 
Nordheim et al., 2024). Authors in our special 
issue provide further insight into the relevance of 
free and reputable mainstream media in diminish
ing conspiracy theory belief and spread. Cejkova 
and Macková find that even amongst Czechs who 
are politically distrustful, as conspiracy theory 
believers often are (Barkun, 2003), trust in journal
ists lessens conspiracy thinking. In the U.S., Habel 
finds that consuming legacy media does the same. 
As such, it becomes clear that trustworthy, legacy 
media continues to hold immense power in slow
ing the spread of conspiracy theories throughout 
the world.

Conclusion and implications

Digital technologies and new communication stra
tegies are amplifying, empowering, and extending 
the reach of conspiracy theories and their creators, 
with profound sociopolitical implications. As con
spiracy theories become increasingly normalized in 
mainstream politics and campaigning, their adher
ents – whether knowingly or not – erode trust in 
democratic systems and human rights institutions. 
While Western nations and actors are not alone in 
exploiting conspiracy theories, they are increas
ingly using them as tools to attack marginalized 
communities and undermine pluralism. 
Conspiracy theories are behind efforts targeting 
diversity, equity, and inclusion (DEI) programs, 
vilifying immigrants, and demonizing the LGBTQ 

+ community (Marwick et al., 2024). At the same 
time, tools like generative AI fuel computational 
propaganda campaigns and flood social media and 
search engines with unreliable and harmful con
tent, further destabilizing trust and truth.

Around the world, people live in an era marked 
by economic uncertainty, political instability, cli
mate change, and increasingly extreme weather 
events. These complex, interconnected crises 
demand collective action, significant resources, 
and systemic change – challenges that can feel 
overwhelming and insurmountable. Conspiracy 
theories, by contrast, offer simplistic and emotion
ally satisfying explanations for these complicated 
realities. Rather than confronting the daunting 
truth of climate change, for example, it is easier, 
and less emotionally devastating, to believe that 
a shadowy cabal of Satanists, Freemasons, or 
Western capitalists is orchestrating it all. In other 
cases, conspiracy theories thrive because of pro
found mistrust in governments, often fueled by 
historical abuses. For instance, the Tuskegee syphi
lis experiments, long dismissed as a conspiracy 
theory, were revealed to be horrifyingly true, leav
ing a lasting legacy of skepticism (Reverby, 2012). 
The same turned out to be true of apartheid South 
Africa’s biological weapons program, Project Coast 
(Singh, 2008), and the assassination of Congolese 
Prime Minister Patrice Lumumba after the Congo 
was liberated from Belgium (Reid, 2023). These 
factors, combined with the complexity of modern 
crises, create fertile ground for the proliferation of 
conspiracy theories, which provide false certainty 
in an uncertain world.

It thus proves difficult to regulate the spread of 
conspiracy theory content. While conspiracy the
ories often “constitute discriminatory speech 
against vulnerable individuals and groups,” it can 
also be the case that marginalized communities’ 
oppression is dismissed as a conspiracy theory 
when it is in fact true, as in the Tuskegee syphilis 
experiments and Project Coast (Matthews, 2023, 
p. 12). Further, as we have seen with legislation 
against disinformation around the world, too 
often these laws are used by authoritarian actors 
to consolidate their own power and silence political 
dissidents (Lamensch, 2024; Yücel, 2025). Social 
media companies claim to take action against 
harmful speech, but they remain committed to 
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protecting their bottom line, which often means 
promoting the most radical content (Hao, 2021; 
Kuncoro et al., 2024; Williams et al., 2025).

The authors in our special issue engage alter
nately with the questions of what drives someone 
to believe in conspiracy theories, how someone 
transitions from “merely engaging” with conspi
racy theory content to producing it themself, what 
social media affordances foster further engagement 
with conspiracy theories, and what might be done 
to mitigate the continued spread of conspiracy 
theories across the world. With these insights, this 
special issue highlights how conspiracy theories 
can be systemically harmful, but also how indivi
duals feel they benefit from engaging in conspiracy 
theorizing.

Authors in this special issue uncovered a wide 
array of sociopolitical motivations for engaging in 
conspiracy theorizing, as well as potential paths 
forward in mitigating conspiracy theory spread. 
They reveal that slowing the spread of conspiracy 
theories requires more than mere dismissal or 
removal of conspiracy theory content online, but 
also systemic and community interventions.

Technology platforms ought to adopt policies 
specifically tailored to conspiracy theory content. 
Meta’s Facebook, for instance, failed to identify 
conspiracy theory content leading up to the 
January 6th attack on the U.S. Capitol (Silverman 
et al., 2022). Scholars in this special issue identify 
particular social media affordances and user stra
tegies which facilitate conspiracy theory content 
online, which could inform future platform policy.

Within this special issue, strengthening demo
cratic exchange and press freedom also emerge as 
crucial for weakening conspiracy theories. Civil 
society organizations and a free press are both main 
avenues for healthy democratic exchange which can 
help build resilience against the lures of conspiracies. 
To participate in this democratic exchange, media 
literacy efforts that are contextual and community- 
driven are beneficial in societies across the world. 
Further, responding to communities’ feelings of dis
empowerment can be vital to minimize the spread 
and harms of conspiracy theories.

Finally, future research within ITP could continue 
and expand upon the scholarship in this special 
issue. Scholars could consider multimethod and 
interdisciplinary approaches to studying conspiracy 

theories, like those used and outlined here. While 
quantitative approaches can provide further insight 
into the spread of conspiracy theories across digital 
and geographic borders, qualitative research can pro
vide a deeper understanding of individuals’ diverse 
motivations for and epistemological approaches to 
conspiracy theorizing. Both lines of inquiry, in com
bination with theory from multiple disciplines, are 
necessary to deepen understanding of conspiracy 
theory production and believing. Further research 
on conspiracy theories in the majority world is par
ticularly needed. Conspiracy theories are prominent 
in many countries of the majority world but little is 
known about the local dynamics of conspiracy the
ory production and believing, as well as how they 
correspond with structural dynamics related to ITP 
(such as internet penetration rates, trust levels in 
authorities, etc.) To advance understandings and 
develop counter actions that are more inclusive, 
insights into these dynamics are needed. The power 
of community emerged as a critical feature of con
spiracy theorizing across these articles. How might 
these emergent online conspiracy theory commu
nities, which foster connection and participation 
amongst their members, be repurposed to facilitate 
democratic engagement? Scholars in the ITP field 
should continue this line of inquiry, staying attuned 
to both the technological and sociopolitical dimen
sions of conspiracy theories and their production.
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